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Signal Classification for Ground Penetrating Radar
Using Sparse Kernel Feature Selection
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Abstract—This paper addresses the problem of feature
selection for the classification of ground penetrating radar signals.
We propose a new classification approach based on time-—
frequency analysis and sparse kernel feature selection. In the
proposed approach, a time—frequency or a time-scale transform
is first applied to the one-dimensional radar trace. Sparse kernel
feature selection is then employed to extract an optimum set of
features for classification. The sparse kernel method is formulated
as an underdetermined linear system in a high-dimensional
space, and the category labels of the training samples are used
as measurements to select the most informative features. The
proposed approach is evaluated through an industrial application
of assessing railway ballast fouling conditions. Experimental
results show that the proposed combination of sparse kernel
feature selection and support vector machine classification yields
very high classification rates using only a small number of
features.

Index Terms—Ground penetrating radar, pattern classification,

sparse kernel feature selection.

ROUND penetrating radar (GPR) is a geophysical
G testing tool used for nondestructive imaging of buried
objects beneath the shallow earth surface and inside vi-
sually impenetrable structures [1]-[3]. It has been widely
deployed in many application areas, such as archaeological
explorations [4], [5], detection and monitoring of below-
ground biological structures [6], [7], glacier and ice sheet
investigation [8], mineral resource evaluation [9], and land
mine detection [10], [11]. GPR detects buried objects by
transmitting electromagnetic waves, which radiate from the
transmitting antenna and propagate into the subsurface. The
wave is partially reflected back toward the receiving antenna
when encountering an object whose electrical properties differ
from that of the surrounding material. The reflected waves
from buried objects form a nonstationary signal that captures
electromagnetic characteristics of the objects.

In recent years, researchers have been actively investigating
new applications [12]-[15], signal processing techniques [16]-
[19], and hardware design [20], [21] for GPR. Among the
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processing techniques, time—frequency transforms have been
widely used in radar and sonar signal processing [22], [23].
For example, Sun and Li proposed time—frequency localized
features based on over-complete wavelet packet transform
[24] and Savelyev et al. employed features extracted from
Wigner—Ville transform [12] for land mine detection. Al-Qadi
et al. considered the short-time Fourier transform (STFT) for
ballast assessment [25]. They relied on visual inspection to
compare the STFT images with the railtrack ground truth; they
concluded that the STFT can be effective for ballast condition
assessment. In [26], Lai and Poon presented two examples to
analyze the variation in frequency content in STFT images
with respect to material properties. Sinha et al. presented a
method using the continuous wavelet transform to compute a
time—frequency map for nonstationary seismic data [27].

In the past decade, compressed sensing (CS) has emerged
as a powerful signal processing paradigm that allows a
sparse signal to be exactly reconstructed from under-sampled
information [28]-[30]. The CS theory is related to sparse
representation (SR), which aims to find an efficient signal
decomposition by expressing a signal as a linear combination
of a few signal atoms chosen from an over-complete dictio-
nary. Both CS and SR have attracted considerable interest from
researchers in a wide range of areas, such as astronomical data
compression [31], cognitive radar design [32], hyperspectral
imaging [33], underwater sensor networks [34], and video
streaming [35]. In [36], Wright et al. proposed an SR-based
approach for face recognition. Their approach builds an over-
complete dictionary with training samples and represents a
test sample using a linear combination of the training samples
from the same class. Ma and Le Dimet employed CS to
deblur highly incomplete measurements in aerospace remote
sensing [37]. In [38], Tang et al. proposed a two-stage ap-
proach for through-the-wall radar image-formation using CS.
In [20] and [39], CS was applied to design stepped-frequency
continuous-wave GPR systems.

In this paper, we propose a sparse kernel feature selection
approach, based on CS and sparse signal representation, for
GPR signal classification, where the time—frequency or time-
scale representation is mapped into a high-dimensional feature
space for feature selection. Our approach differs from the SR
approach in [36] and [40] in a way the measurements are
represented. In the SR approach, an unknown test sample
is represented by a small fraction of training samples; clas-
sification is determined by the class that gives the minimal
residual. By contrast, in the proposed approach, the category
labels of the training samples are used as measurements in a
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Fig. 1. Block diagram of the proposed automatic classification system.

CS framework to select the salient features for classification.
The selected features are then used as input to a support vector
machine (SVM) classifier.

This paper is organized as follows. Section II explains the
proposed sparse kernel feature selection approach. Section
II applies the proposed approach to classification of GPR
signals for railway ballast assessment. The proposed sparse
kernel feature selection approach is assessed with different
time—frequency and scale signal representations, three different
kernels, and three classifiers. It is also compared with the local
maxima feature selection method. Section IV gives concluding
remarks.

II. PROPOSED APPROACH

The proposed system, which is aimed at automatic clas-
sification of GPR signals, includes four main stages: 1)
pre-processing; 2) time—frequency representation; 3) feature
extraction; and 4) classification. The system block diagram is
shown in Fig. 1. First, some basic signal processing techniques
are applied to reduce the artifacts introduced by the GPR; they
include DC component removal, resampling and time shifting.
Next, the one-dimensional GPR traces are transformed into
two-dimensional signals using a time—frequency or time-scale
representation. In the third stage, CS is used to select the
salient features to be used in the classification stage. In our
approach, the feature selection is formulated as an underdeter-
mined linear system in a high-dimensional feature space, and
the salient features are found by solving an ¢y minimization
problem. In the final stage, selected features are fed as inputs to
a classifier, which classify the GPR traces into different types
of ballast fouling. There are many pattern classifiers that can
be used in this stage; however, this paper employs SVMs as
the main classification tool for their excellent generalization
ability.

In the following, we first introduce several time—frequency
and time-scale techniques for signal representation, namely
the short-time Fourier transform, S-method, and wavelet trans-
form. The proposed sparse kernel feature selection method
is presented in Section II-B, along with a local maxima
approach. Also described in this section are two methods
based on class separability for analyzing the effectiveness of
the selected features. Finally, three classification methods are
briefly introduced in Section II-C.

A. Time—Frequency and Time—Scale Signal Representation

Nonstationary signals are usually analyzed using a time—
frequency or time-scale representation. Here, we consider the
short-time Fourier transform, S-method, and wavelet transform
for feature extraction. Thus, a brief introduction to each
method is warranted.
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Fig. 2. Time-frequency and time-scale signal representations of a GPR signal.
(a) A GPR trace. (b) STFT representation. (c) S-method representation.
(d) Continuous wavelet transform representation.

1) Short-Time Fourier Transform: The STFT of a GPR
trace s(n) is defined as

oo

S(m,w) = Z s(n)h(n —m)e Iv" (1

n=—oo

where h(n) is a window function of length N and S(m,w)
is a complex function containing the phase and magnitude
information of the signal. The spectrogram of a radar trace is
given by the squared magnitude of the STFT

S(m,w) = [S(m,w)|”. )

In practice, (1) is implemented using the discrete Fourier
transform (DFT), which leads to a discrete STFT in time and
frequency S(m, k). Thus, the spectrogram can be represented
as an image whose size is determined by the length of the trace
and the size of the DFT. Fig. 2(b) illustrates the spectrogram
of the GPR trace shown in Fig. 2(a).

There are many window types that can be used to smooth
out the spectrogram, e.g., rectangular window, Hamming win-
dow, Hann window, Gaussian window, Chebyshev window,
and Blackman window. This paper employs the Kaiser window
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because it provides a good trade-off between the mainlobe
width and sidelobe height. The Kaiser window of length
N = 2Ny, + 1 is given by

h(n) = Io(By/1 = [n/Nn]?)
Io(B) 7

where [ is a parameter controlling the shape of the window
and Iy(p) is the modified Bessel function of the first kind and
zeroth order.

2) S-Method: The S-method is a time—frequency represen-
tation derived based on smoothed pseudo Wigner distributions,
in which the cross-terms are reduced or removed [41]. It
combines the values of the STFT along the frequency axis.
Mathematically, the discrete S-method is defined as

for n < |Np,| 3)

Ny

> hW)S(m k+1)S* (mk—1) &)

I=—N,,

SM(m, k) =

where m and k are the variables for time and frequency,
h(l) is a window function of length N =2Nj + 1, and *
denotes complex conjugate. The S-method has been applied in
a number of areas, such as human gait classification [42], radar
signal decomposition [43], and fault detection [44]. Fig. 2(c)
shows the output of the S-method when applied to the GPR
signal of Fig. 2(a).

3) Wavelet Transform: Wavelets provide a time-scale repre-
sentation of signals. They are widely used for multiresolution
signal analysis [45]. The continuous wavelet transform is

defined as
Wy (a, ) :/

— 00

8(t) Y, (t)dt )

where 1 (t) is the wavelet function given by

Yar(t) = % (ta7> (©)

and a and 7 are the scale and translation parameters, respec-
tively. Commonly used wavelets include Mexican hats, Haar,
and Daubechies, to name a few. A time-scale representation
of the GPR trace in Fig. 2(a), using the Daubechies wavelet,
is shown in Fig. 2(d).

The discrete wavelet transform of signal s(n) is given by

-
e

where jo and j are the integer-scale parameters, k is the
integer translation parameter, ¢(n) is a real, square-integrable
scaling function, and v (n) is a wavelet function. Equation (7)
defines the approximation coefficients and (8) specifies the
detail coefficients.

Wi (jo, k) 1)@k ( N

Wy (4, k) =

n)jx( for j > jo (8

B. Feature Extraction and Analysis

This section describes feature extraction from a time—
frequency or time-scale representation. We first present the
proposed sparse kernel approach for feature selection. Then,
we describe an existing approach called local maxima,
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which is used for comparison. Finally, we present two class
separability criteria for evaluating the effectiveness of the
selected features.

1) Sparse Kernel Feature Selection: In the proposed sparse
kernel approach, feature selection is formulated as solving
an underdetermined system of linear equations; the features
are selected in a high-dimensional feature space. Consider P
training samples that belong to C' classes

{(51’y1)7(527y2)a"'7(5P,yP)} 9

where s; is the ith GPR trace and y; € {1,2,...,C} is the
class label. The corresponding time—frequency signals for the
P samples are denoted as

{8y, Sa,...,5p}.

Each column of S; is an estimate of the frequency content of
a time-localized section of the GPR trace s;; time increases
across the columns.

Before explaining the proposed approach, we first present
a brief introduction to the traditional SR. SR expresses a
signal as a linear combination of atoms chosen from an over-
complete dictionary X € RPX?, with P < Q. The sparsity
of a discrete-time signal w € R? is defined as the number
of nonzero elements in w. The /; pseudonorm, denoted as
||w/|y, is usually used as a measure of sparsity. If |[w|, = ¢,
the vector w is called g-sparse. Suppose that the signal y is to
be modeled with a small fraction of atoms from the dictionary
X, the process can be formulated as

y = Xw. (10)

Since P < @, (10) defines an underdetermined system of
linear equations, and hence the recovery of w from this
equation is ill-conditioned. However, a sparse vector w can be
recovered by solving the following £, minimization problem:

Y

This is a nondeterministic polynomial-time (NP) hard problem
where an exhaustive search requires high-computational cost
[30]. To solve this problem, several alternative approaches
have been proposed, such as reweighted ¢; minimization
[46], gradient projection [47], and orthogonal matching pursuit
(OMP) [48]. In this paper, we adopt OMP algorithm to
solve (11).

The key aspect now is how to adopt the SR paradigm for
feature selection. Recall that our aim is to find the localized
salient frequencies from the training data. This is equivalent
to finding a representative subset of frequencies, which best
describes the relationship between the frequency components
and the class labels. Therefore, we construct the dictionary
matrix X using time—frequency or time-scale representations
of GPR signals, and use the class label set as the signal y.
Each row of the measurement matrix X contains the time—
frequency or time-scale representation of a trace. That is, the
ith row of X is the vector form of .S;, which is obtained by a
lexicographical ordering. Thus, each column of X represents
one point in the time—frequency or time-scale representation,
i.e., one frequency or one scale at one particular time instant.
The vector y is not a signal in the traditional sense of SR,

min [[wl|, subject to y = Xw.
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but a collection of class labels from the training data, y; €
{1,2,...,C}.

Let ® be a mapping function that projects the features in the
input space to a high-dimensional feature space. The sparse
kernel feature selection is formulated as

min [|[W|, subject to P(y)= ®(X)Ww. (12)

We focus on the positions of nonzero coefficients in W, not
the coefficient values, because the coefficient positions indicate
the selected features.

The difficulty in solving (12) using the OMP is to compute
the mapping ® from input space to feature space. The feature
space is high dimensional, which results in an unaffordable
computational cost. OMP can be expressed in dot product
form. Here, we employ the kernel trick to evaluate the dot
products in the feature space, without having to compute the
mapping explicitly; that is

(B(2), 2(2))

where x represents a positive semidefinite kernel. There are

several commonly used kernels, such as linear kernel, polyno-

mial kernel, and radial basis function (RBF) kernel [49]-[51].
1) Linear kernel

k(z,2') = (13)

r(z,2) =277 (14)
2) Polynomial kernel
r(z,2) = (22 +1)P (15)
where p is the polynomial degree, p € N.
3) RBF kernel )
k(z,2') = | (16)

where ~ is a positive scalar that controls the kernel
bandwidth.
In practice, the kernel is chosen empirically according to prior
knowledge of the data and the application [50]. The number of
data samples and features also affects the choice of the kernel.
The main steps of the OMP algorithm using the kernel trick
are explained as below.
1) Initialization
a) the iteration index (5 = 1);
b) a Gram matrix G with respect to x;, where x;
denotes the ith column of X, i =1,2,...,Q;
¢) a column vector T whose ith element is calculated
by 7; = k(X:,¥);
d) an empty vector A\g = ); and
e) the solution xg = 0.
2) For the jth iteration, locate the atom ®(x;) (x; is a
column of X) that satisfies

wlGp, ) A7)

i* = arg max(|f; —
K2

where Gyy,_, i represents the elements of matrix G
in rows A;_; of column i. Append ¢* to the list of
previously selected atom indices, A; = [A\j_q1, i*].
3) Obtain the solution w; = G[ ! 1T
4) Increase j by 1 and repeat Steps 1) 3) untll the prede-
fined sparsity for w is reached.
The above algorithm is summarized in Fig. 3.
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Fig. 3. The main steps of the proposed feature selection algorithm based on
OMP and kernel trick.
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Fig. 4. Examples of salient features selected by the sparse kernel. Each circle
represents a feature point.

For a time—frequency representation, at each iteration OMP
identifies the most significant feature (i.e., a point in the time—
frequency space representing one frequency at one instant of
time) that leads to the best approximation of the target signal;
it ensures that the same feature is not selected twice. Selected
features are ranked in the same order as the OMP iterations.
The time information is implicitly included in the indices of
the nonzero coefficients of w. The same principle applies
for time-scale representations. Fig. 4 shows an example of
features selected using the sparse kernel approach from the
STFT spectrogram.

2) Local Maxima: Here, the selected features using the
proposed sparse kernel representation are compared with fea-
tures extracted at the local maxima of the time—frequency or
time-scale representation. The local maxima approach extracts
features using morphological dilation. Let a be a structuring
element, which is a binary image of any arbitrary shape and
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Fig. 5. Examples of salient features selected by the local maxima. Each circle
represents a feature point.

size. The dilation of an image, e.g., the spectrogram, S by a,
denoted by S & a, is defined as

[S @ a] (m,n) = max{S(m —p,n —q) +a(p,q)]
(m —p,n—q) € Dg;(p,q) € Dy}, (18)

where Dg and D, are the domains of S and a, respectively.
In this approach, local maxima are considered as the salient
features. When the same local maximum is shared by several
traces with different magnitudes, the average magnitude is
used to sort the local maxima. Clustering is applied to reduce
the number of local maxima. Magnitude features are then
extracted at the local maxima. Because each local maximum
corresponds to a salient frequency, the magnitudes are consid-
ered as the strengths of the features.

Note that a local maxima approach was proposed in [14]
to extract features from the 1-D Fourier transform. In this
paper, we extend this approach to the 2-D time—frequency
and time-scale representations. Fig. 5 shows an example of
features selected using the local maxima approach from the
STFT spectrogram.

3) Class Separability: To assess the effectiveness of the
sparse kernel features, we investigate two class separability
criteria. The first criterion is based on multiple discriminant
analysis (MDA) [52]. Suppose that we have C' sets of labeled
features

D; = {x],X5,..., Xy, }, 1€{1,2,...,C} (19
where each set corresponds to one class label. For class 4, the
centroid is given by

1y .
=N 2% (20)
K2 ]:1
and the data scatter is defined as
z i ) — ). @
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The within-class and between-class scatter ¥, and ¥, respec-
tively, are given by
c
=)=
i=1

(22)

and

(23)

where p is the global mean of all data sets. The objective
of MDA is to maximize the ratio of between-class scatter to
the within-class scatter. We use the determinant of the scatter
matrix as a measure of the scatter, and define a scalar score
function J(w) as follows:

Jw) = [ E0 (24)
W= [WTE,w]|
where w satisfies
Ypw = AX,w. (25)

We also use mutual information to measure the class sep-
arability. Mutual information between two variables is the
reduction in the uncertainty of one variable given that the other
variable is known. Let x be the observation (the feature) and y
be the class label. The mutual information between the feature
and the class label is defined as

Py, x)
) = Py, x)logy ————— (26)
)= 2 2 P08 0
where P(y,x) is the joint probability density function, and
P(z) and P(y) are probability mass functions.

C. Classification

There exist many pattern classifiers, including linear dis-
criminant analysis, K -nearest neighbors (/-NNs), Bayes clas-
sifier, neural networks, and SVMs [52]. In this paper, the
SVMs are used as the main classification tool. The results are
compared with those of K-NN and a linear sparse classifier
(LSC).

1) Support Vector Machine: SVMs are originally for-
mulated for two-class classification problems. Consider P
training samples from two classes: 1) {(x1,91), (x2,92), ...,
(xp,yp)}; 2) y; € {—1,+1}. If the classes are linearly sepa-
rable in the input space, the decision function is written as

fz) =

where w is the vector normal to the hyperplane and b is a bias
term. In SVMs, the decision boundary is obtained from the
training data by finding a separating hyperplane (represented
by w and b) that maximizes the margins between the two
classes.

The margin perpendicular to the hyperplane can be ex-
pressed as 2/ ||w||. Consequently, the problem is equivalent
to minimizing

sgn((w, i) +b) (e2))

1
5wl (28)

Qw) =
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subject to

yi({(w,x) +b) >1, fori=1,...,P. (29)

If the classes are not linearly separable, it is necessary to intro-
duce nonnegative slack variables &; into the constraint in (29).
This learning strategy is shown to increase the generalization
capability of the classifier. SVMs can be applied to complex
nonlinearly separable problems by projecting the data onto a
high-dimensional space using kernel methods. For a detailed
description of the SVM classifier, the reader is referred to [49]
and [51].

2) K-Nearest Neighbor: The K-NN classifies a new sam-
ple by using the labels of the closest K training samples [53].
The steps to classify a test sample x are as follows:

1) specify K, the number of nearest neighbors;

2) calculate the distance, usually the Euclidean distance,
between the test sample = and all the other samples in
the training set;

3) collect the class labels of the /K-NNs;

4) assign the most frequent class label in the K-NNs to x.
The K -NN classifier is selected for comparison because it is a
nonparametric algorithm that can achieve a high-classification
accuracy when there are sufficient training samples. In pattern
classification, the K-NN is often used as a baseline for
comparison [52].

3) Linear Sparse Classifier: The LSC is based on the
solution of (11). Equation (10) shows that the class label is
represented by a linear combination of a small fraction of the
coefficients from time—frequency or time-scale representations.
When the feature selection is formulated directly in the input
space, the sparse solution w can be used as a weight vector
of an LSC classifier. Given a new test sample, the predicted
class is given by

Yp = <X, W> (30)

where y,, is the prediction score and X is a vector containing
the time—frequency or time-scale representation of a trace.

III. EXPERIMENTS AND ANALYSIS

In this section, the proposed sparse kernel feature se-
lection approach is evaluated on a GPR data set, which
was collected for automatic railway ballast assessment.
Section III-A describes the data set and the experimental meth-
ods. Section III-B analyzes the sparse kernel feature selection
approach with the three time—frequency and time-scale signal
representations discussed in Section II-A, different kernels,
and different classifiers. Section III-C compares the proposed
approach with the local maxima feature extraction approaches.

A. Experimental Methods

The experiments were conducted on real data collected as
part of a project for ballast fouling assessment at Wollongong,
NSW, Australia. This project investigated new, noninvasive
methods for assessing railway ballast conditions using GPR.
The data were acquired on a track that was laid parallel to
several existing tracks in service. Considering the time and
cost, three of the most common ballast fouling conditions were
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TABLE I
SUMMARY OF THE WOLLONGONG RAILWAY GPR DATA SET
Data subset AH-200 mm | AH-300 mm | AH-400 mm
Condition Dry Dry Wet
Antenna height 200 mm 300 mm 400 mm
Clay ballast 469 470 745
Clean ballast 477 478 642
Coal ballast 436 438 705
Total traces 1382 1386 2092

The antenna frequency is 800 MHz.
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Fig. 6. Three traces from the Wollongong railway data set: from top to bottom,
50% clay ballast, clean ballast, and 50% coal ballast, respectively.

investigated: 1) 50% clay fouling; 2) clean; and 3) 50% coal
fouling. Here, the fouling material was measured using relative
ballast fouling ratio. Three railtrack sections were constructed,
and each was filled with the ballast of one fouling condition.
Each section spanned a length of 2.0 m and a depth of 0.55 m;
the width was equivalent to the existing ballast width.

The antenna center frequency was set to 800 MHz. In
preliminary railtrack surveys, this frequency was found to pro-
duce clearer GPR signals for ballast assessment than 1.2 GHz
frequency. Three subsets of data were collected by varying
the antenna height with respect to the ground: AH-200 mm
data subset, AH-300 mm data subset, and AH-400 mm data
subset, where AH stands for antenna height. The AH-200 mm
and AH-300 mm data subsets were collected under dry ground
condition, i.e., sunny weather and dry materials. The AH-
400 mm data subset was acquired under wet condition, i.e.,
cloudy weather and water-saturated materials. A summary of
the Wollongong railway data set is presented in Table I. The
time-domain waveforms of three traces from different fouling
types are shown in Fig. 6.

In our experiments, the performance is assessed using the
classification rate as a function of the number of features. The
classification rate is the percentage of test samples that are
correctly classified

Ne
CR = N, x 100%

t

(€2Y)

where N; is the total number of test samples and N, is the
number of correctly classified test samples. There are several
ways to estimate the generalization ability of a classifier,
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Fig. 7. Classification rates of features extracted using the short-time Fourier transform: (a) AH-200 mm; (b) AH-300 mm; and (c) AH-400 mm data subsets.
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Fig. 8. Classification rates of features extracted using the S-method: (a) AH-200 mm; (b) AH-300 mm; and (c) AH-400 mm data subsets.

such as cross validation, Vapnik—Chervonenkis dimension, and
leave-one-out error rate estimators [51]. We employed fivefold
cross-validation, considering its computational requirements
and estimation reliability [54]. The data set is randomly
divided into five partitions of approximately equal size. Four
partitions are used for training and validation, and the re-
maining partition is used for testing the classifier. This step
is repeated five times, each time using a different partition
for testing. This procedure ensures that each sample is tested
only once. The final classification rate is computed using the
aggregate number of correctly classified samples across all the
folds.

B. Analysis of Sparse Kernel Feature Selection

This section investigates the performance of the proposed
sparse kernel feature selection approach with different signal
representations, different kernels, and different classifiers. In
the following experiments, except in Section III-B2, the linear
kernel is used in the sparse kernel approach feature selection.

1) Different Signal Representations: In this section, we
analyze classification performance when the proposed sparse
kernel method is applied to three different time—frequency and
time-scale representations, namely the STFT, S-method, and
discrete wavelet transform.

For the STFT, the Kaiser window parameter 5 was set to 2.
The results in Fig. 7 show that the classification rates reach
90.0% with 3 or more features, and 98.0% with 5 or more
features on all three data subsets.

The classification performance using the S-method is shown
in Fig. 8. Using five or more salient features leads to a
classification rate of 98% on all data subsets. When three
or fewer features are used, the S-method achieves a lower
classification rate than STFT on the AH-200 mm and AH-
300 mm subsets, but obtains a higher rate on the AH-400 mm
subset.

For the wavelet transform, different wavelets, including one
Coiflets, three Daubechies, and two Symlets, are evaluated;
these wavelets are chosen because of their shape similarity
with GPR traces. The classification rates for different wavelets
are presented in Fig. 9. On the AH-200 mm subset, the
classification rates with the six wavelets differ widely when
three or fewer features are used. However, the difference
between the six wavelets decreases rapidly as the number of
features increases; with seven or more features, the classifica-
tion rates become almost identical for all six wavelet functions.
Similar observations can be made on the AH-300 mm and AH-
400 mm subsets. All the wavelets reach similar classification
rates when five or more features are utilized. Among the six
wavelets, the Daubechies wavelet of fifth order achieves the
best performance on the three data subsets.

Table II summarizes the classification rates for the STFT,
S-method, and wavelets features selected by the proposed
sparse kernel method. The classification rate stabilizes when
five or more features are used regardless of the time—frequency
or time-scale representation. In general, the effects of different
signal representations on the classification rate diminish as the
number of features increases.
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Fig. 9. Classification rates of features extracted using different wavelets: (a) AH-200 mm; (b) AH-300 mm; and (c) AH-400 mm data subsets.

TABLE II
CLASSIFICATION RATES (%) FOR DIFFERENT NUMBERS OF FEATURES ON THE AH-200 MM, AH-300 MM, AND AH-400 MM DATA SUBSETS
Features Number of features 2 4 6 8 10
AH-200 mm 775 +£2.7 98.6 £0.8 99.4+0.5 100.0 + 0.0 | 100.0 £0.0
STFT AH-300 mm T02E£27 96.6 £ 1.2 99.3£0.6 99.6 £0.4 100.0 £ 0.0
AH-400 mm 85.4+1.8 98.5 £0.7 99.8 £0.3 100.0 £ 0.0 | 100.0 £0.0
AH-200 mm 74.0 + 2.8 97.1+1.1 98.6 £0.8 98.9 +0.7 98.9+0.7
S-method AH-300 mm 61.0£3.1 96.5+1.2 99.0£0.6 99.9+0.2 99.94+0.2
AH-400 mm 90.1+16 [ 99.6 £0.3 | 99.6 £0.4 99.9+0.2 99.9 £0.1
AH-200 mm 83.7+2.4 95.1+1.4 98.9+0.7 99.8 +£0.3 100.0 + 0.0
DWT AH-300 mm 76.8 £2.7 97.9+0.9 99.9 +0.2 99.9+0.2 99.9+0.2
AH-400 mm 84.0 £2.0 98.7£0.6 99.8£0.3 99.8 £0.3 100.0 £ 0.0

The 95% confidence interval is calculated using Student’s #-distribution.
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Fig. 10. Classification rates of linear, polynomial, and RBF kernels: (a) AH-200 mm; (b) AH-300 mm; and (c) AH-400 mm data subsets.

2) Different Kernels: In this section, we analyze the effect
of different kernels used in the proposed sparse kernel ap-
proach, including the linear kernel, polynomial kernel, and
RBF kernel. Note that the definitions of the kernels are given
in Section II-B.

Fig. 10 shows the classification rates when different kernels
are used in the sparse kernel feature selection. On the AH-
200 mm data subset, all kernels reach a classification rate of
96% with four features. On the AH-300 mm subset, five fea-
tures are required to achieve a CR of 96%. On the AH-400 mm
subset, the linear kernel and the polynomial kernel yield very
close classification rates, and they slightly outperform the RBF
kernel. However, for all data subsets, all kernels achieve the
same performance with six or more features.

3) Different Classifiers: In this section, the SVM classifiers
are compared with two other approaches: the LSC and the
K-NN classifier. The features are extracted using STFT and

sparse kernel feature selection. During the experiments, the
parameter K of the K-NN is varied from 1 to 17 with a step of
2, whereas the SVM parameters are selected through a fivefold
cross-validation. Fig. 11 shows the classification rates of the
different classifiers as a function of the number of features.
In general, the SVM and the K-NN classifiers outperform the
LSC. However, the classification rate of the latter approaches
those of the SVM and K-NN as the number of input features
increases beyond 10. On the AH-300 subset, the performance
of the LSC improves significantly and approaches those of
SVM and K-NN when the number of features is increased to
more than 40.

Table III presents the classification rates of the three classi-
fiers for a select number of features. These results show that
the SVM classifier achieves better classification performance
than the other two classifiers. With only three features, the
SVM classifier achieves a classification rate of 94.9% across



4678

Classification rate (%)

60

IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 7, NO. 12, DECEMBER 2014

100
80

70

60 froioney

2 4 6 8 10 12 2 4

8 10 12

Number of features
(a) (b) ()
Fig. 11. Classification rates of SVM, LSC, and K-NN classifiers: (a) AH-200 mm; (b) AH-300 mm; and (c) AH-400 mm data subsets.
TABLE III
CLASSIFICATION RATES OF SVM, K-NN, AND LSC USING STFT FEATURES
Number of features 3 5 7 9 11
SVM 95.2+1.4 | 99.54+0.5 | 100.04+0.0 | 100.0+=0.0 | 100.0 +0.0
AH-200 mm | K-NN [ 94.7+1.5 | 97.9£0.9 99.7+0.4 99.7£0.4 99.7+0.4
LSC 71.5+29 | 81.2£25 94.7+1.4 95.3+14 97.0£ 1.1
SVM 92.8+1.7 | 98.7+0.7 99.4+£0.5 | 100.0£0.0 | 100.0£0.0
AH-300 mm | K-NN [ 91.2+1.8 [ 96.6 £1.2 98.4+0.8 98.8 £0.7 99.3£0.6
LSC 71.6£29 | 72.7+2.9 775 +£2.7 78.6 £2.6 82.6 2.4
SVM 96.2+£1.0 | 99.6+0.4 | 100.0+0.0 99.9+0.1 | 100.0 £ 0.0
AH-400 mm | K-NN | 94.0+1.3 | 96.2+ 1.0 97.9+0.8 97.8 £0.8 97.6 £0.8
LSC 59.1£26 | 77.1+2.2 92.0+1.4 96.6 £1.0 98.9+0.6
SVM 94.9+0.8 | 99.34+0.3 99.5+0.2 | 100.0£0.1 | 100.0£0.0
Combined set | K-NN [ 93.4+0.9 | 96.8£0.6 97.9+0.5 98.6 £0.4 98.7+0.4
LSC 66.3Et1.6 | 77.0+ 1.5 82.8+1.3 91.0£1.0 93.6 £0.8

The 95% confidence interval is calculated using Student’s ¢-distribution.
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Fig. 12. Classification rates of different feature types (DFT local maxima, STFT local maxima, and sparse kernel features) on three data subsets:

(a) AH-200 mm; (b) AH-300 mm; and (¢) AH-400 mm.

all three data subsets, while the k-NN and the LSC yield
classification rates of 93.4% and 66.3%, respectively. When
seven features are used, the SVM, k-NN, and LSC obtain
classification rates of 99.5%, 97.9%, and 82.8%, respectively.
With 11 features, the classification rates of SVM, k-NN, and
LSC on the combined data set reach 100.0%, 98.7%, and
93.6%, respectively.

C. Comparison With Local Maxima Features

This section presents a comparison between the sparse
kernel features and the local maxima features on the railway
trace classification. First, the two types of features are assessed
in terms of their classification rates. Then, the sparse kernel
and local maxima feature extraction methods are evaluated

in terms of their effectiveness using two class separability
measures.

1) Classification Rates Versus Number of Features: In this
experiment, the sparse kernel features are compared, in terms
of classification accuracy, with 1-D and 2-D local maxima
features. Both the sparse kernel and 2-D local maxima features
are extracted from the STFT spectrograms, whereas the 1-D
local maxima are extracted from the DFT magnitude spectrum.
Fig. 12 illustrates the classification rates of the three feature
types as a function of the number of features. The results
indicate that on all three data sets, the classification accuracy
increases as more features are added. When ten or more
features are used, all approaches achieve classification rates
above 97.0%. However, for the same number of features,
the proposed sparse kernel feature selection method yields
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TABLE IV
RATIO (IN DB) OF THE MDA CLASS SEPARABILITY SCORES OF SPARSE
KERNEL FEATURES (Jsc) AND STFT LOCAL MAXIMA FEATURES (JLm)
WHEN FIRST n FEATURES ARE USED

First n features 1 2 3 4 5 6
Jsc/JIm 146 | 47.0 | 39.0 | 75.1 95.7 106.2
TABLE V

MUTUAL INFORMATION BETWEEN THE EXTRACTED FEATURES
AND THE LABELS

Feature
Approach 1 2 3 4 )
Sparse kernel 0.749 | 0.288 | 0.331 | 0.449 | 0.532
STFT local maxima 0.288 | 0.135 | 0.231 | 0.121 | 0.191

higher classification rates than the two local maxima methods.
Furthermore, the performance of the proposed method is more
stable across the three data subsets; that is, for the same
number of features, the proposed method achieves similar
classification rates on all three subsets.

2) Analysis of Class Separability: The effectiveness of the
extracted features is evaluated by their ability to separate
different classes. The class separability of the sparse kernel and
STFT local maxima features is compared using two measures:
the MDA-based separability score given in (24) and mutual
information. Table IV presents the ratio (in dB) of the class
separability scores between sparse kernel features and STFT
local maxima features. The results indicate that the sparse
kernel features have better class separability. Table V shows
the mutual information between the features and the labels. For
each of the first five features, the sparse kernel-based approach
selects a feature with higher mutual information with the class
label.

The STFT local maxima method selects feature points that
are concentrated on the high magnitude area. By contrast,
the sparse kernel approach utilizes correlations between class
labels and training data; the extracted features points are not
necessarily the local maxima.

IV. CONCLUSION

This article presented a new sparse kernel feature selection
approach for GPR signal classification using time—frequency
or time-scale signal representation. Three types of signal rep-
resentations were investigated for feature extraction, namely
the STFT, S-method, and the wavelet transform. The feature
selection problem was formulated as an SR of class labels
in high-dimensional space. Kernel OMP was then employed
to solve the SR problem. The proposed method was applied
to GPR signal classification for assessing railway ballast
fouling conditions. The experiments were conducted using
three subsets of real GPR data acquired at different heights,
under dry and wet conditions. Three classifiers were tested
with the sparse kernel feature selection: they include SVM, K-
NN, and LSC. The experimental results showed that both SVM
and K-NN can achieve high classification rates with a small
number of features and that the performance of all classifiers
improves steadily as the number of selected features increases.
However, the SVM classifier achieved consistently higher
classification rates than the other two classifiers. Finally, when
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compared with the local maxima feature selection technique,
the proposed sparse kernel feature selection approach was
found to yield higher classification rates, more stable perfor-
mance, and a higher degree of class separability.
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